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**Giới thiệu Fork/ Join**

[**Fork/ Join Framework**](https://docs.oracle.com/javase/tutorial/essential/concurrency/forkjoin.html) được thêm vào Java 7. Nó cung cấp các công cụ giúp tăng tốc xử lý song song bằng cách cố gắng sử dụng tất cả các lõi bộ xử lý có sẵn, được thực hiện thông qua cách tiếp cận phân chia (fork) và gộp (join) task. Mục đích là để sử dụng tất cả các khả năng xử lý để nâng cao hiệu suất cho các ứng dụng.

* Trong thực tế, bước đầu tiên framework Fork/ Join thực hiện là chia nhỏ task (fork/ split), [đệ quy](https://gpcoder.com/2327-giai-thuat-de-quy-trong-java/) chia nhỏ nhiệm vụ thành các nhiệm vụ phụ nhỏ hơn cho đến khi chúng đơn giản đủ để được thực hiện xử lý không đồng bộ.
* Sau đó, phần gộp kết quả (join) bắt đầu, trong đó các kết quả của tất cả các nhiệm vụ phụ được đệ quy một cách đệ quy vào một kết quả, hoặc trong trường hợp một nhiệm vụ trả về void, chương trình chỉ cần đợi cho đến khi mỗi nhiệm vụ phụ được thực hiện.

Có thể mô tả code như sau:

|  |  |
| --- | --- |
| 1  2  3  4  5  6  7  8  9  10  11  12  13 | if (tác vụ nhỏ) {                    Trực tiếp giải quyết/ trả kết quả    } else {                    Chia nhỏ/ Tách tác vụ thành các tác vụ con                    Đệ quy giải quyết từng tác vụ con (fork)                    Tổng hợp kết quả (join)    } |

Để cung cấp thực hiện xử lý song song hiệu quả, các fork / join Framework sử dụng hồ chứa (pool) các Thread được gọi là ForkJoinPool.

**ForkJoinPool** tương tự như Java [ExecutorService](https://gpcoder.com/3548-huong-dan-tao-va-su-dung-threadpool-trong-java/) nhưng với một sự khác biệt. ForkJoinPool phân chia các tác vụ cho các luồng thực thi trong Thread Pool. Framework Fork/ Join sử dụng thuật toán [work-stealing](https://en.wikipedia.org/wiki/Work_stealing). Các luồng sẽ thực thi công việc của mình trên một bộ xử lý riêng biệt (thread/ processor), khi làm hết việc của mình, nó lấy bớt (steal) các tác vụ từ các luồng khác đang bận rộn.

**Work stealing là gì?**

[Work stealing](https://en.wikipedia.org/wiki/Work_stealing) là cơ chế giúp scheduler (có thể là trên ngôn ngữ, hoặc OS) có thể thực hiện việc tạo thên M thread mới hoạt động mượt mà trên N core, với M có thể lớn hơn N rất nhiều.

Idea của work-stealing scheduler là mỗi một core sẽ có một queue những task phải làm. Mỗi task đó bao gồm một list các instructions phải thực hiện một cách tuần tự. Khi một processor làm hết việc của mình, nó sẽ nhìn ngó sang các processor xung quanh, xem có gì cần làm không và “steal” công việc từ đó.

Một mô hình khác với work stealing là work sharing, tức là mỗi task sẽ quyết fix là sẽ được thực hiện trên processor nào.

Nguồn: <https://kipalog.com/posts/Work-stealing-la-gi>

**Giải thích Fork and Join**

Trước khi vào phần chi tiết về ForkJoinPool, tôi sẽ giải thích đôi chút về nguyên tắc làm việc của Fork/ Join Framework.

Nguyên tắc Fork/ Join gồm 2 bước được thực hiện đệ quy. Hai bước này là: bước chia tách (fork/ split) và bước gộp (join/ merge).

**Nguyên tắc hoạt động của Fork**

Một nhiệm vụ (parent task) sử dụng nguyên tắc fork và join có thể chia tách (fork/ split) chính nó vào các nhiệm vụ con (sub task) nhỏ hơn để có thể được thực hiện đồng thời. Điều này được minh họa trong sơ đồ dưới đây:
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Bằng cách chia nhỏ thành các nhiệm vụ con, mỗi nhiệm vụ con có thể được thực hiện song song bởi các CPU khác nhau, hoặc các luồng khác nhau trên cùng một CPU.

Một nhiệm vụ chỉ phân chia thành các nhiệm vụ phụ nếu công việc mà nhiệm vụ được đưa ra là đủ lớn để điều này có ý nghĩa. Có một chi phí để chia tách một nhiệm vụ thành các nhiệm vụ phụ, vì vậy với số lượng nhỏ công việc trên không thể lớn hơn tốc độ đạt được bằng cách thực hiện các công việc phụ đồng thời.

**Nguyên tắc hoạt động của Join**

Khi một nhiệm vụ (parent task) đã tự tách mình thành các nhiệm vụ con (sub task), nhiệm vụ cha sẽ đợi cho đến khi các nhiệm vụ con hoàn thành.

Khi nhiệm vụ con đã hoàn thành, nhiệm vụ cha có thể kết hợp (join/ merge) tất cả các kết quả con vào một kết quả cuối cùng. Điều này được minh họa trong sơ đồ dưới đây:

[![https://gpcoder.com/wp-content/uploads/2018/03/java-fork-and-join-2.png](data:image/png;base64,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)](https://gpcoder.com/wp-content/uploads/2018/03/java-fork-and-join-2.png)

Tất nhiên, không phải tất cả các loại nhiệm vụ có thể trả về một kết quả. Nếu các tác vụ không trả lại kết quả, thì một nhiệm vụ chỉ cần đợi cho các công việc phụ của nó hoàn thành, không có sự kết hợp kết quả nào xảy ra sau đó.

**ForkJoinPool**

Các ForkJoinPool là một [Thread Pool](https://gpcoder.com/3548-huong-dan-tao-va-su-dung-threadpool-trong-java/) đặc biệt được thiết kế để làm việc tốt với chia tách công việc fork/ join. ForkJoinPool nằm trong gói java.util.concurrent, vì vậy tên lớp đầy đủ là **java.util.concurrent.ForkJoinPool**. Một số lớp tiêu biểu của Fork/ Join Framework:

* **ForkJoinTask<V>**: một abstract class định nghĩa task sẽ được thực thi trong một ForkJoinPool.
* **ForkJoinPool**: là một thread pool quản lý việc thực thi các ForkJoinTasks.
* **RecursiveAction**: là một lớp con của ForkJoinTask, nó thực thi tác vụ mà không trả lại bất kỳ kết quả nào (action).
* **RecursiveTask<V>**: là một lớp con của ForkJoinTask, nó thực thi tác vụ mà có trả lại kết quả (task).

Cú pháp tạo ForkJoinPool:

|  |  |
| --- | --- |
| 1 | ForkJoinPool forkJoinPool = new ForkJoinPool(numOfProcessor); |

Tạo một ForkJoinPool với tham số là số lượng luồng hoặc các CPU bạn muốn làm việc đồng thời trên các nhiệm vụ được truyền vào ForkJoinPool. Nếu bạn không xác định numOfProcessor, nó sẽ lấy số bộ vi xử lý có sẵn cho máy ảo Java để thực thi.

**Ví dụ sử dụng Fork/ Join Framework với ForkJoinPool**

Ví dụ viết chương trình tính tổng kích thước của folder. Tôi thực hiện 2 bước như sau:

* Tạo lớp tính kích thước một folder:
  + Sử dụng **RecursiveTask<T>**: để nhận kết quả tính toán.
  + Sử dụng **RecursiveAction**: lớp này không trả kết quả tính toán về, nên cần sử dụng một biến trung gian để lưu trữ kết quả.
* Viết chương trình sử dụng lớp ở trên để hiển thị kích thước của các folder với **ForkJoinPool**.

**Ví dụ sử dụng RecursiveTask**

Cú pháp khai báo một **RecursiveTask** như sau:

|  |  |
| --- | --- |
| 1  2  3  4  5  6 | public class RecursiveTaskImpl extends RecursiveTask<T> {      @Override      protected T compute() {            }  } |

Ý tưởng giải quyết bài toán này là:

* Tạo lớp tính tổng kích thước của một folder kế thừa từ **abstract class RecursiveTask<T>**. Nó yêu cầu bạn phải **override** lại phương thức **compute()**. Phương thức này tương tự như **run()** của class **Thread** hay **call()** của interface **Callable**, khi Thread start() nó sẽ gọi phương thức này để xử lý.
* Phương thức **compute()** có kiểu trả về là một GenericType T. Kết quả xử lý của task sẽ được trả về từ phương thức này.
* Với yêu cầu này, đầu tiên chúng ta sẽ kiểm tra tham số truyền vào có phải là folder không, nếu không phải (tức là file) thì ngay lập tức return kích thước của file và kết thúc xử lý.
* Tiếp theo, nếu là folder, chúng ta sẽ đệ quy để tính toán kích thước của các folder con (bước này gọi là fork).
* Cuối cùng, cộng tất cả các kích thước trả về từ việc tính toán các folder con (bước này gọi là join).

Ta có chương trình xử lý như sau

|  |  |
| --- | --- |
| 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48 | package com.gpcoder.threadpool.forkjoin;    import java.io.File;  import java.util.ArrayList;  import java.util.List;  import java.util.Objects;  import java.util.concurrent.RecursiveTask;    public class SizeOfFileTask extends RecursiveTask<Long> {        private static final long serialVersionUID = -196522408291343951L;        private final File file;        public SizeOfFileTask(final String fileName) {          this(new File(fileName));      }        public SizeOfFileTask(final File file) {          this.file = Objects.requireNonNull(file);      }        @Override      protected Long compute() {          // System.out.printf("Computing size of: %s \n", file);            if (file.isFile()) {              return file.length();          }            final List<SizeOfFileTask> tasks = new ArrayList<>();          final File[] children = file.listFiles();          if (children != null) {              for (final File child : children) {                  final SizeOfFileTask task = new SizeOfFileTask(child);                  task.fork();                  tasks.add(task);              }          }            long size = 0;          for (final SizeOfFileTask task : tasks) {              size += task.join();          }            return size;      }  } |

Tạo một chương trình sử dụng lớp tính kích thước ở trên:

* Khởi tạo ForkJoinPool để quản lý các RecursiveTask.
* Thực thi các task RecursiveTask trong ForkJoinPool.
* Hiển thị thông tin xử lý của ForkJoinPool sau mỗi 5 giây bao gồm: số lượng bộ xử lý (processor), số lượng Thread đang thực thi, số task chờ thực thi trong queue, số lượng task đã thực thi.
* Nhận kết quả xử lý từ RecursiveTask thông qua phương thức join().

|  |  |
| --- | --- |
| 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46 | package com.gpcoder.threadpool.forkjoin;    import java.util.concurrent.ForkJoinPool;  import java.util.concurrent.TimeUnit;    public class RecursiveTaskExample {      public static void main(String[] args) {          // Create ForkJoinPool using the default constructor.          ForkJoinPool pool = new ForkJoinPool();            // Create three FolderProcessor tasks. Initialize each one with a different          // folder path.          SizeOfFileTask system = new SizeOfFileTask("C:/Windows");          SizeOfFileTask apps = new SizeOfFileTask("C:/Program Files");          SizeOfFileTask documents = new SizeOfFileTask("C:/Documents And Settings");            // Execute the three tasks in the pool using the execute() method.          pool.execute(system);          pool.execute(apps);          pool.execute(documents);            // Write to the console information about the status of the pool every second          // until the three tasks have finished their execution.          do {              System.out.printf("\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\n");              System.out.printf("Main: Parallelism: %d\n", pool.getParallelism());              System.out.printf("Main: Active Threads: %d\n", pool.getActiveThreadCount());              System.out.printf("Main: Task Count: %d\n", pool.getQueuedTaskCount());              System.out.printf("Main: Steal Count: %d\n", pool.getStealCount());              System.out.printf("\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\n");              try {                  TimeUnit.SECONDS.sleep(5);              } catch (InterruptedException e) {                  e.printStackTrace();              }          } while ((!system.isDone()) || (!apps.isDone()) || (!documents.isDone()));            // Shut down ForkJoinPool using the shutdown() method.          pool.shutdown();            // Write the number of results generated by each task to the console.          System.out.printf("Size of Windows: %d bytes \n", system.join());          System.out.printf("Size of Apps: %d bytes \n", apps.join());          System.out.printf("Size of Documents: %d bytes \n", documents.join());      }  } |

Thực thi chương trình trên, ta kết quả sau:

|  |  |
| --- | --- |
| 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27 | \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  Main: Parallelism: 4  Main: Active Threads: 4  Main: Task Count: 285  Main: Steal Count: 5  \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  Main: Parallelism: 4  Main: Active Threads: 9  Main: Task Count: 3492  Main: Steal Count: 252  \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  Main: Parallelism: 4  Main: Active Threads: 70  Main: Task Count: 21958  Main: Steal Count: 23195  \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  Main: Parallelism: 4  Main: Active Threads: 96  Main: Task Count: 1202  Main: Steal Count: 60580  \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  Size of Windows: 24315219746 bytes  Size of Apps: 15642418058 bytes  Size of Documents: 0 bytes |

**Ví dụ sử dụng RecursiveAction**

Cú pháp khai báo một RecursiveAction như sau:

|  |  |
| --- | --- |
| 1  2  3  4  5  6 | public class RecursiveTaskImpl extends RecursiveAction {      @Override      protected void compute() {            }  } |

Ý tưởng thực hiện của RecursiveAction hoàn toàn tương tự như RecursiveTask<T>, ngoại trừ phương thức compute() không trả kết quả xử lý về mà chỉ thực hiện công việc cho đến khi hoàn thành. Do đó, để có thể tính toán kích thước của folder, tôi sử dụng một biến trung gian để lưu trữ kết quả tính toán (AtomicLong sizeAccumulator).

[**AtomicLong**](https://docs.oracle.com/javase/7/docs/api/java/util/concurrent/atomic/AtomicLong.html) là một kiểu dữ liệu tương tự như kiểu Long, nó được thiết kế để sử dụng trong các ứng dụng đa luồng.

**Atomatic** **Operation** (hoạt động nguyên tử) là một hoạt động hay một thao tác tính toán mà trong quá trình đó một processor có thể đồng bộ việc đọc và ghi dữ liệu trên cùng một bus tính toán. Điều này ngăn cản các processor khác hoặc thiết bị I/O từ việc ghi hay đọc bộ nhớ cho đến khi hoạt động atomic được hoàn tất.

Một hoạt động nguyên tử phải được thực hiện hoàn toàn hoặc không gì cả.

**AtomicLong** được thiết kế bằng cách sử dụng cơ chế đồng bộ để đảm bảo rằng các hoạt động get() từ bất kỳ thread khác là một thao tác đơn duy nhất. Có nghĩa là bất kỳ một thread khác, một khi thao tác được thực hiện nguyên tử, hoặc là sẽ thấy được giá trị trước khi được gán, hoặc là sau khi được gán. Tức là không bao giờ thấy được giá trị trung gian.

Một cách làm đơn giản việc này là khai báo biến đó kiểu sẽ được sửa đổi bới các threads khác nhau với từ khóa **volatile**. Do đó, biến volatile chỉ có 1 đối tượng nằm trên bộ nhớ. Tất cả các Thread khác đều có thể thấy được giá trị của nó, sau khi giá trị này được thay đổi kể cả ở khác thread.

Còn một cách khác nữa để đảm bảo hoạt động nguyên tử là sử dụng **synchronized** với phương thức **get()** và **set()** giá trị.

Work stealing là cơ chế giúp scheduler (có thể là trên ngôn ngữ, hoặc OS) có thể thực hiện việc tạo thên M thread mới hoạt động mượt mà trên N core, với M có thể >> N rất nhiều.

Idea của work-stealing scheduler là mỗi một core sẽ có một *queue* những task phải làm. Mỗi task đó bao gồm một list các instructions phải thực hiện *một cách tuần tự*. Khi một processor làm hết việc của mình, nó sẽ nhìn ngó sang các processor xung quanh, xem có gì cần làm không và "steal" công việc từ đó.

Một mô hình khác với work stealing là work sharing, tức là mỗi task sẽ quyết fix là sẽ được thực hiện trên processor nào.